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What is Visual Dialog?
(Das et al., 2017)

Visual Chatbot
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D,“ Caption: a man talking to a giraffe in an enclosurej
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(Das et al., 2017) .

Visual Chatbot

is it a male of female?

Male )
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What is Visual Dialog?
(Das et al., 2017)

Visual Chatbot

<

4 3

(]
@,9 Caption: a man talking to a giraffe in an enclosurej
-

how many people are there?

L

is it a male of female?

Male )

whatis  doing?

looking at the giraffe j
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how many people are there?

CEEEED
2
D
)
=D

What is Visual Dialog?
(Das et al., 2017)

Visual Chatbot

is it a male of female?

Male

what is he doing?

looking at the giraffe )

.
sl what color is the ?

(-]
Q‘@P Caption: a man talking to|a giraffelin an enclosureJ
-—w

brown and tan )
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Visual Dialog (VisDial)
Task Definition

Input:
« Anlmagel . = ¢
« Dialog history ﬁ: a man talking to a giraffe in \
+ Hy ={C,(Q1,41), -, (Q¢—1, 4t-1)} N @EITEUE
Q4 : how many people are there?
« A follow-up question Q; A1
_ A Q- : is it a male of female?
Predict an answer A, A, : Male
. : : A A2 ~100 Q5 : what is he doing?
By ranking 100 candidates {A¢, Af, ..., Ay } Qs . looking at the giraffe j
[Qt : what color is the giraffe? ]
A brown and tan | .
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Visual Dialog is Challenging

+ Reasoning not only on the image but also multi-rounds of dialog

« Primary method: attention mechanisms
- V:vision, H: dialog history, Q: question, A: answer

Q
A
Visual Question Answering Prior Visual Dialog
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Visual Dialog is Challenging

+ Reasoning not only on the image but also multi-rounds of dialog

« Primary method: attention mechanisms
- V:vision, H: dialog history, Q: question, A: answer

Q

A 4

A

Visual Question Answering Our Visual Dialog
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Decoding: Discriminative vs. Generative

Discriminative ~ Rank I
. ket decoder t
ﬂ: : a man talking to a giraffe in \
an enclosure
Q, : how many people are there? _
Ay Generative Gen .
Q, : is it a male of female? ] " At
4, : Male Prior decoder
Qs : what is he doing? . .
&42 - looking at the giraffe % VisDial Model
( Q; : what color is the giraffe?
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Decoding: Discriminative vs. Generative

ﬂ: : a man talking to a giraffe in \
an enclosure

Q, : how many people are there?
A1

Q. : is it a male of female?

A, : Male Our
Qs : what is he doing? . .
&43 : looking at the giraffe / V|SD|a| MOdeI

Q; : what color is the giraffe?
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Proposed Solution
Contributions

/

» Unified Vision and Dialog Transformer with BERT (VD-BERT)

« Employ self-attention to capture intricate vision-dialog interactions in a
unified manner

« Support both discriminative and generative settings seamlessly through a
unified architecture

» Extend BERT-like pretraining to achieve effective vision and dialog fusion

+» Our proposed solution achieves new state-of-the-art results
on the VisDial benchmark

EMNLP 2020, VD-BERT: A Unified Vision and Dialog Transformer with BERT
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Overview of VD-BERT

xN NSP Scores 1: A, is correct .
~ H A
l @ {0: A, is incorrect [ MkM ] [ MiM } o B I H Q A

T I g I
G ) (- () [ ][ -G | € -
Q:
VD BERT (Dlsc/Gen) <e * 22
J. 4 4 4 2 2 r 8 A { ; 5
Ranking Module Segment Image ] Text LA J
| JE SEEN S | L —3 x x z % x : S N
i o 360 GI&0 COCICICIC] COGT | 20
2. itis brownish (0. 6) —4 r - — 4 L) L 4 4 *A L S B
3. brown (0.6) Input | [CLS] C ][ [EOT] ][ 014, ][ [EOT] ][ 0,4, ][ Q.A: ][ [SEP] o
4. golden brown (0.4) - h g S Q:
5. brown tan (0.4) Dialog History it 1t '5 i
g z:g%?naggoxgltg_%m [ Q,: how many people are there? ) Follow-up Question g ’ {
8. i can't tell (0.0) LA 1 J Q;: “what color is the giraffe?” 0
: [ 221 l'\i "I 2l el | + Invisible for attending
Ao Viale
Dense Annotation ("Qz: what s he doing? 1. tﬁ‘g‘wsr:";% - Self-attention Masks
Fine-tuning C:aman talking toégir;ffe in an enclosure (_Ag: looking at the giraffe v
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Proposed Solution
Encoding Image

< Visual feature

- Use Faster R-CNN to detect k objects Segment g

Image

OI = {01, cer Ok} o
Each o; is Region-of-Interest feature Position |_ Po

Input (€51 |

< Position feature

- Let (x1,y1) and (x5, y,) be the bottom-
left and top-right corners of an object

Y2 (wz—wl)(yz—yl))
» H) Wlf-l

Relative area

(X1, Y1)

S

Y1
'y H

|8

Pi=(

EMNLP 2020, VD-BERT: A Unified Vision and Dialog Transformer with BERT

A X A z
p1 Pk ) Pk+1 )
% S S
01 Ok [SEP]
ﬁ/ (x2;3’2)



Proposed Solution
Encoding Language

\

+ Encode dialog structure

- [EOT]: end of dialog turn

% Language feature (BERT)

-  WordPiece tokenization
 Sinusoidal position embedding

f Q4: how many people are there? )
L A1: 1

[ Q,: is it a male of female?
L A,: Male

[ Qj: what is he doing?
. A;: looking at the giraffe

EMNLP 2020, VD-BERT: A Unified Vision and Dialog Transformer with BERT
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Dialog History o 1t

Follow-up Question
Q;: “what color is the giraffe?”

+

Answer
A;: “brown and tan”



Proposed Solution
Encoding Language

N\

+ N\ * \ [ + * + ) r * N\ + J
+ Encode dialog structure I S e
- [EOT]: end of dialog turn — Y —— [ —— ——
- C [ reom || @A ||| [EOT] fI| @Az || QA || [SEP]
Dialog History i
% Language feature (BERT) [ Q;: how many people are there? | Follow-up Question
) . LA ) Q;: “what color is the giraffe?”
- WordPiece tokenization R T T ~ +
 Sinusoidal position embedding _Ay: Male ) A
[ Qj: what is he doing? | - nswer
3 T ”
| A.: looking at the giraffe A¢: "brown and tan
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Proposed Solution
Combine Image and Text

Separate vision and
language modalities

x=([CLS],01,...,0r, [SEP],C, [EOT] QlAl, EOT] QtAt, SEP])
Segment Image , Text
—4 1 1 x ——4—14 3 2 —4
Position | Po D1 I Pk l Pr+1 | Lo I N | P)x|
( + ) + ) * N\ + “ + N\ ( + + ) + ) + w ( + \ +
Input | €SI || o o || [SEP] | ¢ || [EOT] Q1A1 J [EOT] QzAz || @Ac || I[SEP]
Dlalog Hlstory ﬁ i

C: a man talking to a giraffe in an enclosure

[ Q4: how many people are there? |
L A1: 1

\

[ Q,: is it a male of female?
__Ay: Male

J

[ Qs what is he doing?
L As: looking at the giraffe
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Follow-up Question
Q;: “what color is the giraffe?”

+

Answer
A,: “brown and tan”

Early fusion of
answer candidate s



Proposed Solution
Single-stream Transformer Encoder

L. - L. L3 2

Emum]qmum][;Mm]yq[mu;y[mum?
VD-BERT (Disc/Gen)

__________

AN

___________

< Self-attention in Transformer

E At
c —_—
Qo 1
Q=H"'"W7 K=H"'WfV=H"'W/, g v
(D 5 [
0 allow to attend g -
Mij =9 L 2) &
—o00, prevent from attending, Invisible for attending
KT Self-attention Masks M

A; = softmax( + M)V, (3)

Vg
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Proposed Solution
Visually Grounded Training Objectives

- (5P ) {7 e m
[[ reo )~ [ -~ [ - ) [ - ) (- [ - ]}
VD- BERT (Dlsc/Gen)

Masked Language Modeling (MLM) )
Predict masked tokens based on the image and other tokens

Lyom = —E1w)~p 10g P(Wm | Wy, 1)

Next Sentence Prediction (NSP)
Determine whether the appended /it is correct or not

>

Lnsp = —E(1,w)~D 108 P(y|S(I,w)) _/
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Vision and
dialog fusion

18



Proposed Solution

Discriminative and Generative Settings

{0 e MLM MLM [rom | [ | g "
[[ e - ) - ) (- (- (- -1 )-C- ) ]} . ee
VD-BERT (Disc/Gen) § { o)

« Discriminative Setting
= Bidirectional masks
= Employ NSP head to predict

scores for each Ay

___________

« Generative Setting
= Seq2seq masks
= Perform MLM recursively

to generate At

Disc: bidirectional

Invisible for attending

Self-attention Masks

19
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NSP
Proposed Solution

Fine-tuning with Rank Optimization

XN NSP Scores

< Dense annotations
= Assign a continuous relevance score

s; € [0,1] to each Ay Ranking Module

l

/ 1. brown and tan (1.0) j
2. it is brownish (0.6)

. brown (0.6)

. golden brown (0.4)

. brown tan (0.4)

. orange and white (0.2)

~NOoO Ok~ W

. medium brown (0.2)
~8.Tcan't tell (0.0) j

| Q; : what color is the giraffe? ]
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NSP
Proposed Solution

Fine-tuning with Rank Optimization

XN NSP Scores

_ ListNet
<+ Dense annotations

» Assign a continuous relevance score

s; € [0,1] to each A} Ranking Module

|

. brown and tan (1.0)

. it is brownish (0.6)

. brown (0.6)

. golden brown (0.4)

. brown tan (0.4)

. orange and white (0.2)
. medium brown (0.2)
.ican't tell (0.0)

/CD\ICDU'I-bCJOI\JB

| Q; : what color is the giraffe? ]
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Experiments

Experimental Setup

< VisDial Dataset < Metric
= Image statistics of VisDial v0.9 and v1.0 = Sparse evaluation (only one correct)
= Each image has 1 caption and 10 QA pairs - Mean Reciprocal Rank (MRR)
« Recall@K (K €{1, 5, 10})
. « Mean Rank
- » Dense evaluation (relevance score)
v0.9 82,783 40,504 . NDCG

v

- Val Test The ground-truth

v1.0 123,287 2,064\ 8,000 answers are not public

22
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Experiments

Experimental Setup

< VisDial Dataset < Metric
= |mage statistics of VisDial v0.9 and v1.0 = Sparse evaluation (only one correct)
= Each image has 1 caption and 10 QA pairs - Mean Reciprocal Rank (MRR)
« Recall@K (K €{1, 5, 10})
« Mean Rank
Train Val
--- » Dense evaluation (relevance score)
v0.9 82,783 40,504
l/ - NDCG
23,287 2,064 8,000 Main focus!
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Experiments

Full Comparison on VisDial v1.0

<+ Observations

» New state of the art for both single-
model and ensemble settings

Leaderboard:https://evalai.cloudcv.org/web/challeng
es/challenge-page/161/leaderboard/483

EMNLP 2020, VD-BERT: A Unified Vision and Dialog Transformer with BERT

Model NDCGt | MRRt R@11 R@57 R@10T Mean|
NMN 58.10 58.80 44.15 7688  86.88 4.81
CorefNMN 5470 6150 4755 78.10  88.80 4.40
GNN 52.82 6137 4733 7798  87.83 4.57
FGA 52.10 6370 4958 8097  88.55 4.51
DVAN 5470 6258 4890 7935  89.03 4.36
RvA 5559 63.03 49.03 8040  89.83 4.18
2| DualvD 56.32 6323 4925 8023  89.70 4.11
2| HACAN 57.17 6422 5088 80.63  89.45 4.20
%] Synergistic 5732 6220 4790 8043  89.95 4.17
2\ Synergistic 57.88 6342 4930 80.77  90.68 3.97
Z| DAN 5759 6320 49.63 7975  89.35 4.30
£| DAN' 5936 6492 5128 81.60  90.88 3.92
ReDANT 6447 5373 4245 6468  75.68 6.64
CAG 56.64 6349 4985 80.63  90.15 4.11
Square' 60.16 6126 47.15 7873  88.48 4.46
MCA* 7247 3768 2067 5667 7212 8.89
MReal-BDAI™  74.02 52.62 40.03 6885  79.15 6.76
P1 P2t 7491 49.13 36.68 6298  78.55 7.03
LF 4531 5542 4095 7245 82383 5.95
HRE 4546 54.16 3993 7045  81.50 6.41
2| MN 4750 5549 4098 7230  83.30 5.92
2| MN-Att 4958 5690 4242 7400 8435 5.59
“ | LEAt 4976 5707 4208 7482  85.05 5.41
8¢ MS ConvAl 5535 6327 4953 8040  89.60 4.15
£| UET-VNU' 5740 59.50 4550 7633  85.82 5.34
9| MVAN 5937 6484 5145 81.12  90.65 3.97
S| SGLNst 6127 5997 4568 77.12  87.10 4.85
VisDial- BERT*  74.47 5074 3795 64.13  80.00 6.28
Tohoku-CV* 7488 52.14 3893 6660  80.65 6.53
. ( VD-BERT 5996 65.44 51.63 8223  90.68 3.90
§ VD-BERT* 7454  46.72 33.15 61.58  77.15 7.18
VD-BERT'* 7535 51.17 3890 62.82  77.98 6.69

“+” denotes ensemble model
“x” denotes dense annotation fine-tuning
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Experiments

Full Comparison on VisDial v1.0

<+ Observations

» New state of the art for both single-
model and ensemble settings

« Inconsistency between NDCG and
other metrics

Leaderboard:https://evalai.cloudcv.org/web/challeng
es/challenge-page/161/leaderboard/483

EMNLP 2020, VD-BERT: A Unified Vision and Dialog Transformer with BERT

Model NDCGt | MRRT R@1t R@5t R@107 Mean |
NMN 58.10 5880 44.15 7688 8688  4.81
CorefNMN 5470 6150 47.55 78.10 88.80  4.40
GNN 52.82 6137 4733 7798 8783 457
FGA 52.10 6370 49.58 8097 8855  4.51
DVAN 5470 6258 4890 7935 89.03 436
RvA 5559 63.03 49.03 8040 89.83  4.18
2| DualvD 5632 6323 4925 8023 8970  4.11
z| HACAN 57.17 6422 5088 80.63  89.45  4.20
% Synergistic 5732 6220 4790 8043 8995  4.17
2Y Synergistict 57.88 6342 4930 80.77 90.68  3.97
Z| DAN 5759 6320 4963 79.75 8935  4.30
2| DANt 5936 6492 5128 81.60 90.88  3.92
ReDANT 64.47 5373 4245 6468 7568  6.64
CAG 56.64 6349 4985 80.63  90.15  4.11
Square' 60.16 6126 47.15 7873 8848  4.46
MCA* 7247 3768 2067 5667 7212  8.89
MReal-BDAI™  74.02 5262 4003 6885 17915  6.76
P1 P2t 7491 49.13 3668 6298 7855  7.03
LF 4531 5542 4095 7245 8283  5.95
HRE 4546 5416 3993 7045 8150  6.41
2| MN 4750 5549 4098 7230 8330  5.92
2| MN-Aw 4958 5690 4242 7400 8435 5.9
%1 LF-Att 4976 5707 4208 7482 8505  5.41
§{ MS ConvAl 5535 6327 4953 8040 89.60  4.15
£| UET-VNU' 57.40 5950 4550 7633 8582 534
S| MVAN 5937 6484 5145 81.12 9065  3.97
3| SGLNst 6127 5997 4568 77.12 8710 485
VisDial- BERT*  74.47 5074 3795 64.13 8000 628
Tohoku-CV'* 74.88 5214 3893 6660 8065  6.53
. ( [ VD-BERT 5996 6544 51.63 8223 90.68  3.90
29 LVD-BERT* 7454 4672 3315 6158 7715  7.18
VD-BERT ™ 7535 51.17 3890 6282 7798  6.69

“+” denotes ensemble model
“x” denotes dense annotation fine-tuning
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Experiments

Discriminative and Generative Results on VisDial v0.9

Model MRR? R@11 R@51 R@10% Mean |
Discriminative/Generative

LF 58.07/51.99 43.82/41.83 74.68/61.78 84.07/67.59 5.78/17.07
HRE 58.46/52.37 44.67/42.29 74.50/62.18 84.22/67.92 5.72/17.07
HREA 58.68/52.42 44.82/42.28 74.81/62.33 84.36/68.17 5.66/16.79
MN 59.65/52.59 45.55/42.29 76.22/62.85 85.37/68.88 5.46/17.06
HCIAE 62.22/54.67 48.48/44.35 78.75/65.28 87.59/71.55 4.81/14.23
CoAtt 63.98/55.78 50.29/46.10 80.71/65.69 88.81/71.74 4.47/14.43
RvVA 66.34/55.43 52.71/45.37 82.97/65.27 90.73/72.97 3.93/10.71
DVAN 66.67/55.94 53.62/46.58 82.85/65.50 90.72/71.25 3.93/14.79
VD-BERT 70.04/55.95 57.79/46.83 85.34/65.43 92.68/72.05 4.04/13.18

EMNLP 2020, VD-BERT: A Unified Vision and Dialog Transformer with BERT
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Experiments
Ablation Study

Model NDCGT MRRT R@11t R@57T R@101T Mean/
No history 6470 6293 48.70 80.42 89.73 4.30
One previous turn 6347 6530 51.66 82.30 90.97 3.86
Full history 63.22 67.44 54.02 83.96 92.33 3.53

— only text 5432 6279 48.48 80.12 89.33 4.27

< Longer dialog history benefits most of metrics except NDCG

Training with various contexts

EMNLP 2020, VD-BERT: A Unified Vision and Dialog Transformer with BERT
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Experiments
Ablation Study

Model NDCGT MRRT R@11t R@57T R@101T Mean/
No history 6470 6293 48.70 80.42 89.73 4.30
One previous turn 63.47 65.30 51.66 82.30 90.97 3.86
Full history 63.22 67.44 54.02 83.96 92.33 3.53

— only text 5432 6279 48.48 80.12 89.33 4.27

< Longer dialog history benefits most of metrics except NDCG

Training with various contexts

% Textual information dominates the VisDial task

EMNLP 2020, VD-BERT: A Unified Vision and Dialog Transformer with BERT
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Experiments

Case Study
{ N
Q1: are there any people? _
| A1: yes ) /‘I yes (0.0) \ /1. i can'not tell (0.8) \
> 4 2. yes people (0.0) 2.ican't tell (0.8)
A2: no, the bus is empty 4. i cannot tell (08) 4. not sure (08)
= < 5. yes a few (0.0) 5. i don't know (0.8)
Q3: are there any other buses? 6. yes there are (0.0) 6. i cannot see any (0.8)
] A3: 1 other bus 7.n0o (0.4) 7. not visib_le (0.6)
2 = 8. yes for sure (0.0) 8. not that i can see (0.6)
- Q4: are there people on bus? ;/ g/
A double decker bus sits empty A4: no it's empty (GT) Base Model W/ Fine-tuning
at the station \ / NDCG=42.19 === NDCG=91.80

Sparse and dense
annotation mismatch!

29
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Experiments

Relevance Score Analysis

mwm VD-BERT (w/ ft)

110
DAN VD-BERT
. 1001 95.38
X g0 - 89.62 89.76
:; 84.63
O 80
©)
) 70 A 70.25
0 65.18
63.55 63.29
8 ol ss2s 61.02
)]
Z 50 -
40 A
Al 1.0 0.6~0.8 | 0.2~0.4
(31%) (35%) (25%)

DAN is the model from (Kang et al., EMNLP 2019)

EMNLP 2020, VD-BERT: A Unified Vision and Dialog Transformer with BERT

82.84

0
(9%)
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Experiments
Interpretability

0 building

 Entity grounding (“helmet”)
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Conclusion

» We propose a unified VD-BERT that extends BERT for effective
vision and dialog fusion

+ VD-BERT achieves a new state-of-the-art result on the VisDial
challenge

» Extensive experiments provide insights for future transfer
learning research in visual dialog tasks

EMNLP 2020, VD-BERT: A Unified Vision and Dialog Transformer with BERT
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